Observed trends in auroral zone ion mode solitary wave structure characteristics using data from Polar
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Abstract. High-resolution (8000 sample s⁻¹) data from the Polar Electric Field Instrument are analyzed for a study of ion mode solitary waves in upward current regions of the auroral zone. The primary focus of this study is the relations between velocity, maximum potential amplitude, and parallel structure width of these solitary waves (SWs). The observed SW velocities consistently lie, within error bars, between those of the H⁺ and O⁺ beams observed simultaneously by the Toroidal Imaging Mass-Angle Spectrograph (TIMAS) instrument. In addition, there is a trend that SW amplitudes are smaller when SW velocities are near the O⁺ beam velocity and larger when SW velocities are near the H⁺ beam velocity. These results are consistent with the observed ion mode SWs being a mechanism for the transfer of energy from the H⁺ beam to the O⁺ beam. A clear trend is also observed indicating larger amplitude with larger parallel spatial width. The results suggest that the observed solitary waves are a rarefactive ion mode associated with the ion two-stream instability.

1. Introduction

Solitary waves (SWs) were first observed in nature by the S3-3 satellite in the Earth’s auroral zone [Temerin et al., 1982]. These SWs were found to be moving at greater than ~50 km s⁻¹. SWs have since been observed in many different regions of the magnetosphere [Matsumoto et al., 1994; Bale et al., 1998; Franz et al., 1998; Cattell et al., 1999] at measured speeds up to 5000 km s⁻¹ [Ergun et al., 1998]. Ion mode SWs travel with velocities which are of the order of the local sound speed or ion beam speeds (a few hundred km s⁻¹ in the auroral zone). Electron mode SWs generally travel much faster (several thousand km s⁻¹) [Ergun et al., 1998; Franz et al., 1998; Cattell et al., 1999]. Both ion and electron modes have been observed in the Earth’s auroral zone [Mozer et al., 1997; Ergun et al., 1998; Bounds et al., 1999].

The SWs detected by S3-3, at altitudes of ~7000 km, were small in amplitude (typically <15 mV m⁻¹, eϕ/kT < ~0.005). Similar SWs were also observed in the auroral zone at roughly the same altitude by the Swedish Viking satellite [Boström et al., 1988] and at lower altitude, ~1700 km, by the Freja satellite [Dovner et al., 1994]. A statistical survey [Mälkki et al., 1993] using Viking data determined the dependence of ion mode SW observation on altitude, magnetic local time, and invariant latitude in the auroral zone. Viking also identified upward moving density depletions accompanying the SWs which were interpreted as the density perturbations of the SWs. The general properties of the observations from these satellites were compared with theory [Lotko and Kennel, 1983; Qian et al., 1989] and with various simulations [Sato and Okuda, 1980; Barnes et al., 1985; Marchenko and Hudson, 1995]. These comparisons seemed to indicate that the observed SWs were consistent with the general characteristics of ion acoustic SWs.
Recently, more capable satellites with higher data rates, simultaneous three-dimensional (3D) electric and magnetic field measurements and high-resolution particle detectors, notably Polar and FAST, have investigated the Earth’s auroral zone leading to a wealth of data to be analyzed. Initial auroral zone results from Polar [Mozer et al., 1997] include the discovery of much larger amplitude SWs (~200 mV m⁻¹) and timings of the ion mode SWs resulting in velocities of the order of the local sound speed, again consistent with an ion acoustic interpretation. This report concentrates on relations within individual “bursts” of data. Data from Polar during its southern hemisphere (perigee) passes through the auroral zone in 1997 at altitudes of ~6000 – 7000 km have been used. The focus of this study is the relations between maximum potential amplitude (Φ_{max}), velocity (v), and parallel structure width (δ).

The aim of this study is to compare the more recent Polar data to new simulations by Crumley et al. [2001] which model the plasma based on FAST observations. In addition, we will discuss our results in relation to previous observations, theoretical work, and simulations relating to ion acoustic SWs in the auroral zone. Lotko and Kennel [1983] expanded one-dimensional (1D) ion acoustic soliton theory into conditions more similar to the regions of the auroral zone where the ion mode SWs had been observed. Ion mode SWs have almost always been observed as negative potential structures propagating upward in the upward current regions of the auroral zone and in association with upward propagating ion beams. Lotko and Kennel included a cold beam ion population along with two electron and one ion background populations. The temperatures of all three of these background populations were much larger than that of the beam ions. Marchenko and Hudson [1995] performed two-dimensional (2D) electrostatic particle simulations involving three populations, a cold background ion population, a drifting electron population, and an ion beam population, with T_e/T_i=20. The formation of negative potential SWs propagating downward relative to the beam of the order of the local sound speed (c_s) was common in both the Marchenko and Hudson simulations as well as the theoretical development of Lotko and Kennel. Such SWs would appear to propagate upward in the satellite frame at ~1 c_s less than the beam speed.

The effects of the presence of a H⁺-O⁺ two-stream instability in the auroral zone as related to ion acoustic waves and SWs were investigated theoretically by Bergmann et al. [1988] and Qian et al. [1989]. As a result, several additional regions of possible existence for ion acoustic SWs were determined. Mälkki et al. [1989] provide a theoretical review of the various theories which attempt to explain ion mode SWs in the auroral zone.

The remainder of this report is organized as follows: section 2 describes the method used for the current study; section 3 includes the study results; section 4 contains discussion about the current study; and section 5 then gives a general conclusion of the study’s key points.

2. Methodology

The data for this study are from the Polar satellite, during high-resolution (125 µs sample rate), 6 s “bursts” of electric field measurements obtained by the Polar Electric Field Instrument (EFI) [Harvey et al., 1995] in the auroral zone at altitudes of ~1 R_E. Within each burst, SWs are automatically identified (criteria described below), and their characteristics are determined. Data from several other instruments onboard
Polar are also used for the study. The background magnetic field is determined from Polar fluxgate magnetometer data [Russell et al., 1995]. Ion composition data is provided by the Toroidal Imaging Mass-Angle Spectrograph (TIMAS) [Shelley et al., 1995], and Hydra provides high time resolution electron and ion distribution measurements [Scudder et al., 1995].

Solitary waves are isolated structures characterized by a bipolar electric field pulse in the direction of the background magnetic field. The SWs of interest here move past the satellite in a very short time (~0.01 s) and are moving much faster than the satellite (several hundred km s\(^{-1}\) compared to a few km s\(^{-1}\)). To determine the physical structure of the SW, its velocity must first be determined. This is done using an interferometer. Assuming the SW is propagating parallel to the background magnetic field (\(B\)), the velocity can be determined when Polar has one of its spin plane boom pairs nearly aligned with \(B\). Figure 1 depicts this situation with a SW moving toward the satellite (in this case antiparallel to \(B\)). In the example pictured, the 3-4 boom pair is nearly aligned with \(B\). (Only the spin plane probes are shown in Figure 1).

A summary of the velocity calculation procedure is also included. As Polar cartwheels in its orbit, its spin plane stays nearly aligned with \(B\) allowing general usage of the described procedure.

To determine velocities, the ability of the EFI on Polar to independently measure the voltage of each probe relative to the spacecraft is used. First the angles of the spin plane booms relative to \(B\) are determined, and the designation of the mostly parallel (3-4 in Figure 1) and mostly perpendicular (1-2) pairs is made. While, in principle, all six probe voltages are measured simultaneously, this is not strictly true. Polar takes electric field measurements by sampling even numbered probes first and then odd numbered probes 25 \(\mu s\) later. To correct for this “stagger,” the arrays of voltage measurements for each probe are first splined to a common time base of 25 \(\mu s\). A “center” voltage, \(V_C\), array is calculated by taking the mean of the two spin plane probe voltages mostly perpendicular to \(B\). \(V_C\) is taken to be the potential of the plasma at the center of the spacecraft relative to the actual spacecraft potential had the spacecraft not been there. The perpendicular probes are used in this manner rather than the actual spacecraft potential because the probes and the spacecraft body respond differently to changes in plasma density. Use of \(V_C\) rather than the spacecraft potential provides a more accurate measurement of the electric field. The interferometer potential differences, \(V_+\) and \(V_-\), between the probe in the \(+B\) direction and \(V_C\) and between \(V_C\) and the probe in the \(-B\) direction, respectively, are then calculated. The cross correlations for the time series \(V_+\) and \(V_-\) are then computed shifting the data, one time step at a time, relative to each other. The time shift corresponding to the highest cross correlation is considered to be the time delay for the SW to propagate from the probe in the \(+B\) direction to the spacecraft center. Dividing the effective boom length along \(B\) of this probe by the determined time delay yields the SW’s velocity. This procedure results in positive velocities and time delays corresponding to Earthward moving SWs in the region of interest for this study (i.e., Southern Hemisphere where the magnetic field is upward).

The time shifted cross correlations are also used to determine error in the measured time delay and thus the error in the determined velocities. Figure 2 shows a typical cross correlation versus time delay relation. The error in time delay is defined as the first point to either side of the peak cross correlation value \((c_{\text{max}})\) for which \(1-c > 1.2 (1-c_{\text{max}})\). This
range is indicated by the vertical lines in Figure 2. The error range is typically 4-5 points (100-125 µs) in either direction. Since the velocity is inversely proportional to the time delay, this results in more accurate velocity determinations for lower velocities. It also results in asymmetric error bars, larger in the direction corresponding to higher velocity.

This analysis is only possible when one pair of spin plane probes are nearly aligned with $\mathbf{B}$. In addition, interference related to magnetic shadowing is also possible when the probe pair is too nearly aligned with $\mathbf{B}$. Analysis has given us confidence in the results of the described procedure for probe angles of $4^\circ$ - $25^\circ$ to $\mathbf{B}$. This probe alignment constraint gives the described technique ~50% temporal coverage in any burst.

Figure 3 depicts a sample output of the analysis for a SW within an EFI burst recorded on June 16, 1997, at ~1525 UT. Figure 3a depicts $V_+$ and $V_-$, dotted and dashed, respectively. As can be seen $V_+$ lags $V_-$, indicating an upward propagating SW. For comparison, the heavy black line in Figure 3a shows the negative of $E_Z$ (the component of the electric field parallel to the background magnetic field) multiplied by the effective boom length ($L_B$). $E_Z$ is computed from all six of the EFI probes. The time delay analysis resulted in a maximum cross correlation of 0.9888 at a time delay of 200 µs, which results in a SW velocity ($v$) of ~300 km s$^{-1}$ with an error range of ~225-500 km s$^{-1}$. The parallel structure width ($\delta$) and potential amplitude at time $t$ ($\Phi_t$) are then determined by

\[
\delta = v \tau, \tag{1}
\]

\[
\Phi_t = -v \sum_{t=0}^{t} E_Z \Delta t', \tag{2}
\]

where $\tau$ is the temporal width and $\Delta t'$ is the sampling time step. The total temporal extent of the SW, $\tau$, marked by the vertical bars in Figure 3, is defined as the points where the outside slopes of the SW $E_Z$ change sign. To compare widths in this study with other studies which utilize the half widths of best fit gaussians, divide widths in this report by roughly a factor of 4. This width method was chosen, in particular, because our study allows for a variety of SW shapes, not just those closely resembling the derivative of a Gaussian. It also facilitates simple calculation of other parameters and selection criteria as described below. The pictured example has $\tau = 9.775$ ms, resulting in $\delta \sim 3.0$ km. Figure 3b shows the potential ($\Phi_t$). The maximum potential amplitude ($\Phi_{\text{max}}$) is then defined as the potential difference between the SW extremum (within the vertical bars) and the mean of all non-SW points (outside the vertical bars), in this case ~43 volts. Since the velocity is a linear factor to both $\delta$ and $\Phi_{\text{max}}$ and the velocity error bars are substantial, the errors in $\delta$ and $\Phi_{\text{max}}$ are dominated by those in velocity. Using key parameter data from Hydra, $\delta$ and $\Phi_{\text{max}}$ can be normalized by $\lambda_D$ and $e/kT_e$, respectively. This is done primarily for reference only, but it also allows comparison of relations between different bursts. This normalization is quite rough with the plasma being decidedly non-Maxwellian and the error in the normalization factors being of the order of ±25% owing to the low resolution of the key parameter data.

Since SWs have been observed with various shapes, from Gaussian-type potentials as in Figure 3 to extremely flat-topped potentials, it was our desire to include as many types of SWs in our analysis as possible, not limiting selection by shape. Therefore the selection criteria are more complex, but we believe more robust, than simply searching for shapes that appear as derivatives of a Gaussian. SWs are identified within the $E_Z$ data array for each burst. While a complete
description of this process is beyond the scope of this report, the general procedure follows (the numerical limits pertaining to the study in this report are listed). First all extrema are found. An extremum is defined as a local maximum or minimum, monotonic for at least two actual data points in either direction. Each maximum is compared with nearby minima to determine if the pair represents the maximum and minimum of a SW. First the time extent is determined as defined above, then an analysis region is defined (0.25τ before the first vertical bar to 0.25τ after the second vertical bar). The analysis region so defined generally contains of the order of 500 data points. If this entire analysis region does not meet the satellite angle requirements described above, the SW is rejected. If any additional peak is found between the chosen extrema which is greater than 0.4 times the selected extrema, the SW is rejected. If any data point greater than 0.5 times the selected extrema is found in the analysis region outside of the chosen extrema, the SW is rejected. If the maximum cross correlation is less than 0.88, the SW is rejected. Finally, to assure that the SW is not significantly affected by other waves, if the DC offset between \( V_+ \) and \( V_- \) is greater than the peak to peak amplitude of the SW, the SW is rejected. For each SW meeting these criteria, \( v, \delta, \) and \( \Phi_{\text{max}} \) are determined and normalized based on the Hydra electron moments.

3. Results

Figure 4c is a typical potential amplitude versus velocity plot for the SWs in one burst of the current study. The parallel and one component of the perpendicular electric field for the burst are shown in Figures 4b and 4a, respectively. The dashed (dotted) vertical bar in Figure 4c marks the approximate \( H^+ \) (\( O^+ \)) beam velocity (relative to the spacecraft). Each point represents one SW identified within the burst using the procedure describe in section 2. The beam velocities were determined from the location of the peaks in the \( H^+ \) and \( O^+ \) distribution functions produced by the TIMAS instrument onboard Polar. Plate 1 shows the TIMAS ion distribution functions for the time of this burst. Figure 4 shows that the SW velocities are generally spread between the \( H^+ \) and \( O^+ \) beam velocities with a trend of increasing potential amplitude with greater SW speed (relative to the spacecraft). These results are common in all three of the bursts which were compared with TIMAS data. Not uncommonly, a few SW speeds are measured faster than the \( H^+ \) beam speed. In almost all of these cases, the velocity error bar extends below the \( H^+ \) beam speed. In addition, it must be remembered that the beam speeds indicated are extremely rough. Taking these factors into account, we are rather confident in the claim that the observed SWs in this study have velocities between the \( H^+ \) and \( O^+ \) beam velocities. This is also consistent with the velocity results of the Crumley et al. [2001] simulations as well as with several of the previous theories [Mälkki et al., 1989].

No clear relation was found during initial attempts to compare the SW velocities to the sound speed. In particular, the expectation, based on ion acoustic theory for a \( H^+O^+ \) plasma [Qian et al., 1989], that SW velocities would be supersonic at \( \sim 1 \) \( c_s \) slower than the beam velocity were not observed. In the case of Figure 4, the sound speeds are \( c_{sH^+} \sim 200 \text{ km s}^{-1} \) and \( c_{SO^+} \sim 40 \text{ km s}^{-1} \). Clearly, no supersonic SWs slower than the \( O^+ \) beam are present. Additionally, a cutoff at \( \sim 1 \) \( c_s \) slower than the \( H^+ \) beam velocity is not apparent but also not ruled out.
When discussing the correlation between $\Phi_{\text{max}}$ and velocity, it must be noted that $\Phi_{\text{max}}$ is the relative potential maximum along the trajectory of the satellite and not the maximum amplitude of the entire 3D structure. Preliminary analysis has indicated that often a large perpendicular component of the electric field, up to the order of the parallel electric field, is associated with the observed SWs. This indicates that the SWs are likely 3D structures, as opposed to planar, possibly with perpendicular widths comparable to the parallel widths. This is consistent with the scale size results of the recent simulations by Crumley et al. [2001]. (Note that the 3D shape of electron solitary waves has been discussed by Ergun et al. [1998] and Franz et al. [2000]; however, a detailed study of the 3D structure of ion SWs has not yet been made. Such a study is underway.) Therefore the actual structure potential maximum will vary relative to that observed, depending on which portion of the 3D structure the satellite trajectory traverses. Even so, the overall trend of increasing amplitude with increasing speed is quite clear in our results, as is the lack of an obvious direct relation between SW velocity and sound speed.

Another comparison of interest is $\Phi_{\text{max}}$ versus physical structure width ($\delta$). This comparison can compensate, to some degree, for the centering of the trajectory, and both parameters can also easily be normalized for comparison between bursts. Figure 5 is a summary plot of $\Phi_{\text{max}}$ versus $\delta$ (normalized by $e/kT_e$ and $\lambda_D$, respectively) for three different bursts studied. Error bars are omitted for clarity. There is a well-defined trend of increasing amplitude with increasing spatial width for each burst. While intuitively this makes sense, larger structures in amplitude being larger spatially as well, it is in contrast to small amplitude 1D ion acoustic soliton theory which predicts the opposite relation ($\delta \sim \Phi_{\text{max}}^{-1/2}$). This, in combination with the observed velocities, indicates that current small amplitude 1D ion acoustic soliton theory does not describe the observed ion mode SWs. A complete theory of large amplitude ion acoustic SWs may have different characteristics, however, as suggested by Berthomier et al. [1998]. Unfortunately such a theory has not yet been completed.

4. Discussion

In the upward current regions of the auroral zone, there is a potential gradient which accelerates ionospheric ions into the observed H$^+$ and O$^+$ beams. The mass difference between the ions results in the observed velocity difference of the beams. However, this velocity difference results in a two-stream instability which attempts to shift energy from the H$^+$ beam to the O$^+$ beam, in the satellite frame. It is our assertion that this instability results in the observed ion mode SWs and that these SWs are a key mechanism for the described energy exchange. Theory has shown that, in an H$^+$-O$^+$ two-stream interaction, ion acoustic waves can grow to observable size [Bergmann et al., 1988] and that the interaction can produce solitary waves at velocities similar to those observed [Qian et al., 1989]. Therefore these SWs may be ion acoustic in nature. Recent simulations, which include both H$^+$ and O$^+$ beams [Crumley et al., 2001] produce SWs moving at velocities relative to the beam velocities which are in agreement with those observed. In addition to the inclusion of the second ion species, these recent simulations removed the cold background ion and electron populations since such populations are generally not present in the region of interest [Strangeway et al., 1998; McFadden et al., 1999]. These newer simulations also indicate that the vast majority of ion
heating occurs during the period when the SWs are present. Additionally, the H⁺ and O⁺ beam velocities move closer together (energy is exchanged) dramatically during this same period.

The described energy exchange may also account for the observed \( \Phi_{\text{max}} \) versus velocity relation. If the SWs are a mechanism to transfer energy from the H⁺ beam to the O⁺ beam, the closer the SW velocity is to the O⁺ beam velocity, the less energy can be transferred to the O⁺ beam. This may account for the observed larger \( \Phi_{\text{max}} \) values nearer the H⁺ beam velocity. Although not observed in the current study, there may also be an evolution of SW velocity. A reasonable example of such evolution would be rapid growth due to instability near the H⁺ beam velocity, then gradual dissipation as the SW velocity approaches the O⁺ beam velocity.

5. Conclusion

We have made the first study of ion solitary waves to compare SW velocities to simultaneously observed ion beam speeds and to examine the relationship of the maximum potential to structure size and velocity. This study has shown the following: (1) SW velocities are consistently, within error bars, between the associated H⁺ and O⁺ beam velocities. (2) There is no clear relation between SW velocity and the sound speed. (3) The \( \Phi_{\text{max}} \) increases with increasing SW velocity, relative to the spacecraft. Larger \( \Phi_{\text{max}} \) occurs nearer the H⁺ beam velocity, and smaller \( \Phi_{\text{max}} \) occurs nearer the O⁺ beam velocity. (4) The \( \Phi_{\text{max}} \) increases with increasing spatial width (\( \delta \)).

These results are in good agreement with recent simulations by Crumley et al. [2001], which had plasma populations consisting of hot electrons and, O⁺ and H⁺ beams. The results (particularly 2, 3, and 4) are not consistent with small amplitude 1D ion acoustic soliton theory. These inconsistencies may not exist in large amplitude theory.

These observations suggest that the ion mode SWs in the auroral zone are the result of the nonlinear development of an ion two stream instability. This condition may not be required to produce ion mode SWs, since the simulations by Crumley et al. [2001] also indicate that SWs can form with just one (H⁺) ion beam.
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**Figure Captions:**

**Figure 1.** A schematic drawing illustrating how the propagation velocity is determined. The four spin plane electric field probes of the Polar spacecraft are shown. In this case, probes 3 and 4 are nearly aligned with the geomagnetic field, $B$, down which a SW is propagating. The mean of the perpendicular probe voltages, probes 1 and 2, is used as a central reference voltage to remove effects due to the difference in response of the spacecraft body and the probes to local plasma density.

**Figure 1.** A schematic drawing illustrating how the propagation velocity is determined. The four spin plane electric field probes of the Polar spacecraft are shown. In this case, probes 3 and 4 are nearly aligned with the geomagnetic field, $B$, down which a SW is propagating. The mean of the perpendicular probe voltages, probes 1 and 2, is used as a central reference voltage to remove effects due to the difference in response of the spacecraft body and the probes to local plasma density.

**Figure 2.** A typical cross correlation versus time delay plot. The determined time delay error which translates into the velocity error is represented by the vertical bars.
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**Figure 3.** Sample SW velocity calculation output. The calculated velocity (with error range), delay between $V_+$ and $V_-$, and the cross correlation at this delay are listed at the top. (a) $V_+$ ($V_-$), dotted (dashed), as described in Figure 1. The heavy black line in Figure 3a is the negative of the field-aligned electric field multiplied by the effective boom length. (b) The integration of the parallel electric field from left to right using the calculated velocity as described in the text. The vertical bars represent the determined extents of the SW width. The time width so determined is listed to the upper right of Figure 3a. The calculated spatial parallel width and maximum potential are listed to the lower left. These values are derived from the structure velocity as described in the text.

**Figure 3.** Sample SW velocity calculation output. The calculated velocity (with error range), delay between $V_+$ and $V_-$, and the cross correlation at this delay are listed at the top. (a) $V_+$ ($V_-$), dotted (dashed), as described in Figure 1. The heavy black line in Figure 3a is the negative of the field-aligned electric field multiplied by the effective boom length. (b) The integration of the parallel electric field from left to right using the calculated velocity as described in the text. The vertical bars represent the determined extents of the SW width. The time width so determined is listed to the upper right of Figure 3a. The calculated spatial parallel width and maximum potential are listed to the lower left. These values are derived from the structure velocity as described in the text.

**Figure 4.** Potential amplitude versus velocity plot, Figure 4c for the SWs identified in the EFI burst taken at ~0057 UT, April 1, 1997. The left scale lists the absolute potential amplitude, while the right scale is normalized by the electron temperature. The dashed and dotted vertical bars represents the rough H$^+$ and O$^+$ beam velocities as determined from the locations of the peaks of the TIMAS distribution data in Figure 5. The grouping of SW velocities between the two beam speeds is apparent in this figure. Figures 4b and 4a show the parallel and one perpendicular component of the electric field, respectively, for the entire burst.

**Figure 4.** Potential amplitude versus velocity plot, Figure 4c for the SWs identified in the EFI burst taken at ~0057 UT, April 1, 1997. The left scale lists the absolute potential amplitude, while the right scale is normalized by the electron temperature. The dashed and dotted vertical bars represents the rough H$^+$ and O$^+$ beam velocities as determined from the locations of the peaks of the TIMAS distribution data in Figure 5. The grouping of SW velocities between the two beam speeds is apparent in this figure. Figures 4b and 4a show the parallel and one perpendicular component of the electric field, respectively, for the entire burst.
Plate 1. The TIMAS distribution plot for the time of the EFI burst in which the SWs of Figure 4 were detected. (a) The H$^+$ and (b) O$^+$ velocity distributions are shown, respectively. In Plates 1a and 1b the direction of the background magnetic field, $\mathbf{B}$, is to the right.
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Figure 5. Normalized solitary potential amplitude versus parallel spatial width for three studied EFI bursts. A trend of increasing amplitude with increasing width is apparent within each burst. Also indicative in this plot is the general observed spatial width of $\sim$10-15 $\lambda_D$ and potential amplitude of $\sim$0.03-0.07 $T_e$ for the solitary waves in this study. Note widths are $\sim$ 4 times larger than Gaussian half widths used in other studies.

Figure 5. Normalized solitary potential amplitude versus parallel spatial width for three studied EFI bursts. A trend of increasing amplitude with increasing width is apparent within each burst. Also indicative in this plot is the general observed spatial width of $\sim$10-15 $\lambda_D$ and potential amplitude of $\sim$0.03-0.07 $T_e$ for the solitary waves in this study. Note widths are $\sim$ 4 times larger than Gaussian half widths used in other studies.
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\[ V_{1,2,3,4} \text{ are measured relative to } V_{SC} \]

Velocity \[ = \frac{L_B}{t_{\text{DELAY}}} \]

\[ L_B \] = Effective Boom Length

\[ t_{\text{DELAY}} \] = Time Delay between \( V_i \) and \( V_j \)

\[ V_i = V_3 - V_C \]

\[ V_j = V_C - V_4 \]

\[ V_C = \frac{V_1 + V_2}{2} \]
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